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Executive Summary

We review the linking of datasets that contain identifying information (e.g., names, birthdates) but not unique common identifiers for each individual. We discuss strategies for identifying matches in three families: rules-based matching, supervised machine learning, and unsupervised machine learning. These vary in the ways that they combine human knowledge with computing power. We define different measures of accuracy and explore the performance of common algorithms in test data.

Our goal is to de-mystify data linking for non-technical readers. We attempt to explain the criteria that should inform the choice of linking methods, and the decisions that need to be made to implement them.
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Introduction

Let us begin with an example. In cities and counties across California, homelessness is a burgeoning problem. More than 100,000 of the state’s residents are homeless, and while it is true that a low supply of affordable housing is one driver of homelessness in the state, over time it has become clear that this crisis is not due to the dearth of low-income housing alone. Homelessness is a complex issue tied to many other inter-related factors, such as mental and physical health, substance use, employment, and interactions with the criminal justice system. To fully grasp the complexity of this issue or begin to address it therefore requires drawing connections and insights from multiple sectors.

Much of the data needed to study the homelessness crisis already exists thanks to the recordkeeping of state and local public agencies in their daily operations. For example, a local police department will know an individual’s arrest history, while the state’s health agency maintains records of any inpatient psychiatric care received. This information together may begin to explain the root causes of an individual’s housing instability and suggest interventions that could help him or her stay housed.

Increasingly, policymakers are recognizing the promise that administrative records hold for unearthing insights about the populations they serve and the impacts of various government programs. A valuable characteristic of administrative data is that it is often possible to link together data from multiple programs, agencies, or databases, allowing researchers to begin to study multi-dimensional problems like the homelessness crisis in California.1 Research drawing on these linked data is finding relationships across sectors that were previously unappreciated, like the impact of dental care on educational attainment, or the impact of school discipline on criminal justice involvement. However, the initial linking of administrative data is not trivial; in fact it is often quite difficult.

A few decades ago, data linkage had to be done by hand and was enormously labor intensive, often prohibitively so. Later, computers could link datasets much more quickly, but only when they shared a common unique identifier (e.g., a Social Security Number, or SSN). This was great progress, but limits on the practice remained. Often data systems to be linked do not have common unique identifiers; moreover, real-world databases are plagued by missing fields, errors and transpositions, true changes in values (e.g., when an individual moves to a new address), and differences in the way that information is recorded. Until recently, even rudimentary approaches to this problem were so computationally intensive as to be limited to very small databases.

This is no longer the case. Advanced computers, improved database design, and machine learning methods can greatly facilitate improved data matching, even when databases lack common unique identifiers. Data matching remains a mysterious art, however, and is not well understood, even by most users of administrative data.

---

1 Many terms are used to describe this process of identifying observations that reference the same individual across data systems – a sampling includes “data matching,” “data linking” or “linkage,” “record linking,” “entity resolution,” “object identification,” “de-duplication,” and “field matching” (Christen, 2012). In this paper, we use “record linkage,” “data matching,” and “data linking” interchangeably to describe the task of matching records across datasets.
This white paper aims to demystify data matching. We discuss the various methods available, at a level intended to be accessible to a non-technical reader. We emphasize those methods that are appropriate for linking across administrative datasets maintained by public agencies, with some personally identifiable information (PII) but no common, unique identifier like an SSN. Our goal is to reveal the advantages and disadvantages of different approaches for this common problem.

In the sections that follow, we illustrate the steps involved in data linking and discuss the ways that computing power can be brought to bear to facilitate this. We then review some of the software packages that implement the various approaches, and present evidence from a particular setting of their accuracy and performance.

---

Protecting Privacy While Linking Data

When working with administrative data, protecting the privacy of individuals represented in the data is always of utmost importance. Analysis of data that has been linked can often be done without having access to any personally identifiable information (PII); however, the linking process itself relies on such information. As a result, we advise that the linking process be done in settings with strong privacy protections in place and that great care is taken when working with data that has been linked.

There are broadly two alternatives to linking data while maintaining the privacy of individuals. The first, and more common, is to complete the linking process using PII, and then encrypt and separate PII from the remainder of the data before any further analysis is done.

In situations when there are stronger restrictions on PII that prohibit its use in the linking process, such as when the datasets include sensitive health information, one can first encrypt all PII using hashing functions, then link the datasets on the hashed identifiers. This paper does not explore methods for linking hashed data, and we refer interested readers to the literature that has developed in the health field, such as the National Center for Biotechnology Information’s resources on the subject (Dusetzina et al., 2014; Kho et al., 2015).

Finally, it is important to note that linking together different administrative datasets increases the probability of reidentification, even when the PII has been removed or otherwise obscured. It is therefore important to ensure that access to linked individual-level data is carefully monitored, even once PII has been removed.
The Challenges of Linking Administrative Data

Fundamentally, linking two datasets amounts to comparing pairs of individual records. A single record from one database is compared to a potential match from another database, and an assessment must be made about whether the two records refer to the same individual. This assessment must then be repeated for each candidate pair of records across the two datasets, often many millions of times.

The simplest case is when there is a common unique identifier field in each dataset, known as a “key,” that uniquely identifies records within each dataset and that is common across them. For example, when each dataset contains an SSN or student ID, the assessment of whether a pair of records is a match may be as simple as asking whether those IDs are the same. This can be done rapidly; assuming complete and accurate data, merges of millions of records can be completed quickly on even ordinary computer systems, with perfect accuracy.

The task becomes more difficult when some records are missing the key, when the key field is corrupted in one or both of the datasets, or when there is no single key that identifies records and is available in each dataset. This latter problem is our focus, and it is by far the more common scenario when seeking to link public datasets.

An Illustration

To illustrate, we explore a hypothetical link between two very small datasets, with five records each, listed in Table 1. There is no key field that uniquely identifies records in the two datasets; instead, we must rely on other information like names, dates of birth, and gender, none recorded with perfect accuracy, to identify matches.

<table>
<thead>
<tr>
<th>Dataset A</th>
<th>Dataset B</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ID-A</strong></td>
<td><strong>ID-B</strong></td>
</tr>
<tr>
<td>A1</td>
<td>B1</td>
</tr>
<tr>
<td>A4</td>
<td>B4</td>
</tr>
<tr>
<td>A5</td>
<td>B5</td>
</tr>
</tbody>
</table>

In this simple problem, there are 25 possible combinations of one record from dataset A with one record of dataset B. Each must be evaluated to identify the matches between the two samples. With only 25 potential pairs, it is straightforward to do this by hand. We can quickly conclude that there are four true matches between the datasets, but that record 5 in dataset A (Russell Brand) and record 1 in dataset B (Zach Braff) have no corresponding observations in the other dataset.
This seems simple, but some introspection makes clear that the decision rules needed to arrive at this conclusion are quite complex – how did we conclude that record 3 in dataset A matches record 3 in dataset B, despite differences in both the first name and the year of birth? While it is difficult to articulate the algorithm that we use in doing this, there is no alternative than to do it algorithmically when scaling this approach to millions or billions of potential pairs.

An algorithmic approach can be thought of as consisting of several distinct decisions. We must decide (1) which fields to consider; (2) how we will compare them against one another; and (3) how to use the information we gain through those comparisons to decide which record pairs are matches and which are not.

(1) **Choice of fields** is fairly straightforward. In our example, there are three fields that are common to the two datasets: first name, last name, and gender. One additional field contains similar enough information to allow for comparison – dataset A has the birthdate and dataset B has the birth year. These four fields can be used to assess whether a pair is a match. By contrast, the fifth field in dataset B, the zip code, has no analogue in dataset A, so provides no useful information for linking.

(2) The second decision is **how to compare fields** between the two datasets. To illustrate this decision, we show the 25 potential pairs in Table 2, using color coding to indicate the degree of agreement between corresponding fields: blue indicates cases where the two records in a pair have identical values for a particular field, red indicates fields that are clearly different, and yellow shows cases where the values are similar but not identical or where one is missing. The use of an intermediate category allows for the possibility of data entry and spelling errors, which are common in real-world datasets, though it is also possible to use a binary match/non-match categorization. Most of Table 2 is red, for the simple reason that 21 of the 25 pairs are not in fact true matches.

(3) The third decision is **how to select the few true matches from the many non-matches**. It is clear that the one row that is uniformly red (row 7) can be discarded, and the one row that is uniformly blue (row 9) should be kept. But what to do with the others? The ability to identify partially matching records that are not identical on all fields is essential when linking administrative records. One approach to linking would be to count a pair as a match only if the two databases have identical information in all of the overlapping fields – first names, last names, birth years, and gender. This rule would identify only one pair, row 9 in Table 2, as a match. In every other case, there is at least one difference between a field in dataset A and the corresponding field in dataset B.

---

2 It is worth mentioning that in real world linking problems there are often fields that are common across the two datasets but not used to link records. For example, if the data are drawn at two different points of time, time varying fields will often be omitted, as they can be an unreliable source of information on the quality of a match. Excluded fields could include those capturing information on occupation, income, or address, among others.
An exact matching rule is clearly too conservative. One would like to allow for differences, if nothing else because there have clearly been data entry errors in preparing these datasets. The first name field illustrates: Record A-3 in dataset A has the first name entered as “Jhon,” which seems unlikely to be correct. If we interpret this as a misspelling of “John,” it matches with record B-3 in dataset B (row 13 of Table 2). These same records have birth years of 1978 in dataset A and 1987 in dataset B. Again, this plausibly derives from a transcription error. It seems quite likely that this pair is a true match, despite the yellow-blue-yellow field scoring.

Identifying matches in these data clearly requires flexibility, with tolerance for missingness and misreporting. This necessitates care: one would not want to consider row 10 or 19 to be a match despite the matching last names, as “Washington” is a common last name and each of the other fields is quite different. In a larger dataset, there might be thousands of potential matches that share the same last name and year of birth, but one would not consider this information sufficient to make a match when other fields disagree. Things are improved somewhat when the last names are
rare – two “Jolie” records are more likely to refer to the same person than two “Washington” records – but even so our confidence would be weak.

Perhaps the hardest cases in our example are pairs 2 and 21. The two records in pair 2 match exactly on last name and year of birth and have similar first names. While one of the records is missing information about gender, there is no indication of an inconsistency here. In pair 21, the two records match exactly on the year and gender, and the last names are quite similar as well. (Using the edit distance, a common measure of distance between two strings, “Brand” and “Braff” are as similar as “Angela” and “Angelina.”) In fact, this pair is not a match, but it could easily be counted as one. Ideally, our algorithm would be sensitive enough to count pair 2 as a match but not pair 21, but in a large dataset it will be difficult to specify rules sensitive enough to identify all such borderline cases.

With these examples in mind, we can form a decision rule for the pairs in Table 2. Suppose that we consider a pair of observations a match if all of the following are true:

1. The last names are identical.
2. The first names have the same first four letters, perhaps with a single transposition, or one of the first names is missing.
3. The years of birth are the same, or one can be obtained from the other with a simple transposition.
4. Gender either matches or is missing in one dataset.

This set of rules links the two datasets perfectly. It correctly identifies the four pairs that are true matches – rows 2, 9, 13, and 20 in Table 2 – but does not identify any of the other pairs that are not in fact linked, including the difficult pair in row 21. Thus, this decision rule would be perfectly accurate for this dataset.

There are no guarantees that this perfect performance would remain in a larger linking exercise, however – one might easily identify pairs as matches that are not, while still failing to identify other pairs that are matches as such. In particular, Rule 1 is likely to lead to overlooking a great many true matches. It is common for last names to fail to match perfectly across datasets, whether because of misspellings, name changes upon marriage, or different conventions for entering hyphenated or compound names. In real-world settings, rules that are more forgiving are likely to be desirable. But more relaxed rules may lead to identification of some non-matches as pairs.

Unfortunately, it is not possible to construct an overarching set of linking rules that can be applied to all data matching problems. The rules need to take account of the data fields that are available, the frequency of data entry errors in the component datasets, and the relative costs of over- and under-identifying matches. Even the appropriate weight to put on different information will vary across settings. For example, a link between education records of individuals who graduated during the Great Recession and income tax records, conducted to evaluate the effect of the Recession on earnings, might give less weight to birth-year matches, as most individuals in this cohort will have been born within the same 4 or 5-year window. If linking data pertaining to Korean or Korean-American populations, one might want to put lower priority on last name matches, since it is quite common in these populations for unrelated individuals to share the same last name.
Good linking algorithms require tailoring to the data and extensive calibration, but not all data linking is purely idiosyncratic. This paper highlights a common decision-making framework that is useful across real world data linking problems.

**Measuring Accuracy**

While we can match the records in the two small datasets in the example above with perfect accuracy, it is unlikely that it would be possible to achieve this in larger samples. It is therefore helpful to distinguish two types of errors that can occur when linking datasets. One is failing to identify a true pair as a match. For example, a rule that is too restrictive might count pair 2 in Table 2 as a non-match due to the dissimilarity of the first names and a missing gender field. This error is known as a “false negative.” Another type of error is counting a pair as a match when it is not. A rule that is too permissive might have made this mistake, a “false positive,” with pair 21.

These two types of errors are illustrated in Figure 1. The rectangle represents all possible pairs of records. Here, the blue area represents pairs that are in fact true matches, and the red area represents pairs that are not matches. (This schematic is not to scale. In any matching problem, the blue area will be much, much smaller than the red area – typically a tiny fraction of the full possibility set.) The green oval encloses those pairs that have been identified as matches by a hypothetical matching algorithm. This oval includes more blue pairs than red pairs, but the matched set depicted is not perfect. There are some red pairs inside the green area – these are false positives, pairs incorrectly selected as matches. There are also blue pairs outside the green oval – these are false negatives, or pairs that should have been identified but were overlooked.

**Figure 1: Possible Pairs Between 2 Datasets**
Both types of errors are undesirable, but it is rarely possible to eliminate either. We can adjust the size of the green oval representing identified matches in Figure 1 by being more or less stringent in our matching criteria. But this introduces a tradeoff: more stringent criteria for judging a pair to be a match will reduce the number of false positives but increase the number of false negatives, while more lenient criteria will reduce false negatives but drive up false positives.

Whether it is more important to maximize the identification of true matches, thereby avoiding false negatives, or to minimize the identification of false matches, and thereby avoid false positives, is highly dependent on the context of the matching exercise. In some situations, false positives are very costly. An airline matching passengers to a “trusted traveler” list would very much like to avoid giving expedited screening to someone who is not actually on the list – the cost of a false negative is a few minutes of extra screening time for the “trusted traveler” who has been misidentified as a non-trusted traveler, but a false positive might allow a dangerous passenger to slip through.

Conversely, consider a match between a social welfare participant database and child welfare records performed for the purpose of offering additional voluntary parenting assistance services to the welfare program participants who need them. Here, it is more important to identify everyone who might need services, as the cost of over-identification is only to offer services to people who do not need them and are unlikely to take them up. In this case, we might want to minimize false negatives and might be willing to tolerate a higher rate of false positives.

A common way to measure the frequency of the two types of error is via precision and recall rates. **Precision** measures the share of all identified matches that are true matches, and thus the method’s ability to avoid false positives. **Recall** measures the share of all true matches that are identified, or the method’s ability to avoid false negatives.

Formally, precision is computed as:

\[
P = \frac{\text{# true matches found}}{\text{#all matches found}} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Positives}}
\]

Recall is:

\[
R = \frac{\text{# true matches found}}{\text{#all true matches}} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Negatives}}
\]

As the number of false positives and false negatives move in opposite directions, so too do precision and recall rates. Recall can be increased by relaxing match criteria to properly classify a larger share of true matches (that is, expanding the green oval in Figure 1), while this will generally lower precision (by increasing the red area that is captured by the green oval). Conversely, applying more stringent match criteria (shrinking the green oval) will improve the precision but reduce recall (by reducing both the blue and red areas captured by the green oval).

There are only two methods for increasing both precision and recall together (moving the green oval to the left in Figure 1). The first is obtaining better data: collecting more information about the
individuals in the two datasets being linked can make it easier to judge whether a pair is a match, thereby increasing both dimensions of accuracy. The second is making better use of the data that are collected. The process we used to arrive at the decision rules for our sample data illustrates this second method. Early alternatives to the set of rules we ultimately selected would have achieved mediocre accuracy. For example, a version of Rule 2 requiring a perfect match on first names would have produced false negatives in pairs 2, 13, and 20, and thus would have reduced recall to 1/4 or 25%, while precision would remain at 100%. However, careful consideration of the data at hand led us to modify this rule and ultimately craft a set of rules that achieved perfect precision and perfect recall.

Unfortunately, in real-world linking problems it is generally not possible to measure precision and recall. Any data that we attempt to link will not come equipped with an answer key to identify the true matches across datasets. When we obtain a set of potential matches, we cannot easily classify them into true and false positives, nor can we isolate the false negatives from among non-matches. While it may be possible to identify false positives, and thus approximate precision, through a careful hand-evaluation of identified matches, it is nearly impossible to accurately estimate the number of matches that an algorithm has failed to identify. Nevertheless, the concepts are useful and provide a framework for considering the accuracy of the different approaches to administrative data linking we describe below.

Another important dimension of accuracy is representativeness: whether the likelihood of capturing a true match is similar across different groups in the datasets, so that the set of identified matches is representative of the true matches in the population. This can be hard to achieve – the example discussed above of differences in last name frequencies across ethnic groups suggest that linking rules which rely on last names are likely to achieve lower precision among Korean Americans than among Americans with European-derived last names. These rules may also have lower recall among populations that use Spanish-derived traditions of combining maternal and paternal last names, as such names are often recorded inconsistently in datasets not designed to accommodate them. Like precision and recall, representativeness may not be measurable in real-world linking problems, but it may be an important equity criterion that guides the development of a linking process.

With these important considerations in mind, we turn now to the mechanics of data linking.

**Methods of Linking**

It is not hard to scan the possible pairs in Table 2 and distinguish the four real matches from the 21 non-matches, with pairs 2, 13, and 21 representing the only remotely ambiguous cases. The human brain is quite good at this kind of pattern matching task – it is relatively simple to recognize that “Kerri” and “Kerry” are more likely to represent the same person than are “Denzel” and “John.” We are also good at identifying a sequence of near misses across multiple records. However, this process is not scalable. We need to examine each pair one at a time, and even someone moving fairly quickly (say, just a couple of seconds per pair) will take a long time to move through a large set of pairs.
Unfortunately, even modest-sized input datasets lead to a very large number of potential pairs that must be considered. Our two sample datasets had only five records each, yielding 25 potential pairs. Two datasets with 100 records each, quite small for any real linking application, would have generated 10,000 potential pairs to consider. In real-world linking exercises, datasets often have tens of thousands of records or more. Clearly, the many millions or billions of resulting potential pairs, of which only a tiny fraction represent true matches, cannot be evaluated by hand; automated methods are required.

These methods typically take a four-step process to identifying matches.

1. **Data Preparation**: Data is cleaned and otherwise prepared, with spurious sources of inconsistencies between the two datasets (e.g., differences in capitalization or abbreviation) resolved.
2. **Blocking**: A preliminary rule (or set of rules) is applied to eliminate a large number of potential pairs that are quite unlikely to represent true matches, and thus dramatically reduce the number of potential pairs that must be considered more carefully. This step is necessary with large datasets, where the number of possible pairs is too large to consider them all carefully.
3. **Field comparisons**: Pairs are compared on a field-by-field basis, and field scores are constructed for each pair of corresponding fields that measure the alignment between them.
4. **Pair comparisons**: The scores from the field comparisons are aggregated across each of the identifying fields (and sometimes across pairs as well) to construct a pair score, and pairs are classified as identified matches or not based on whether this pair score is above or below a threshold.

We discuss each of these steps in turn.

**Step 1: Preparing the Data**

Two datasets to be linked rarely arrive in forms suitable to be fed directly into automated linking algorithms. An initial data preparation step is generally required to permit meaningful comparisons. **This is not just a formality but requires careful consideration of linking-specific issues.** The goal is to address systematic sources of differences in the way that information is recorded in the two datasets, to make it easier to identify when the corresponding fields in the two input samples represent the same information.

The preparation that is required is entirely specific to the characteristics of the data that are being used. In some cases, it is as simple as converting capital letters to lowercase (or vice versa), so that “John” and “JOHN” are not coded as different in three of their four letters. We might also remove punctuation or abbreviations that may not be included consistently across the two datasets, for example to enable “Boulevard” and “Blvd.” (or “Ninth” and “9th”) to be recognized as representing the same thing. Similarly, when information is coded differently in the two datasets, we will need to correct this — a computer will need assistance to recognize that month of birth coded as 1 through 12 in one dataset matches to the same information coded as “January” through “December” in the other.
As these examples make clear, there are elements of data cleaning that are common across many linking situations, and there exist a number of resources to assist those engaged in this process, some with example code. However, there are often tricky aspects of the specific datasets being used that require new solutions, and the analyst managing the linking process will typically have to devote a great deal of time to thinking through possible inconsistencies in the datasets. Any spurious inconsistencies that can be identified and fixed here will pay off later in terms of higher recall rates. For example, in one linking exercise that we were part of, initial runs yielded very low match rates. We eventually discovered that names in one dataset had been padded with extra spaces at the end, so that “John   ” in that dataset did not appear to match with “John” in the other. When the spaces were removed, the recall rate improved dramatically.

This kind of data preparation is tedious and easy to overlook, but it is by far the most important part of a linking exercise. The implications for accuracy of decisions made and time invested in subsequent steps are generally tiny relative to getting the data preparation and cleaning right.

### Step 2: Blocking

The number of potential pairs to be considered grows with the product of the number of observations in the two data sets being merged. Imagine a mid-size city wants to study a recently implemented policy designed to combat the school-to-prison pipeline. Measuring the program’s effectiveness would require linking data on school discipline records with data from the criminal justice system. A match between 100,000 student records and 10,000 criminal justice RAP sheets, as might arise in such a city, yields one billion potential pairs. This can quickly get overwhelming even for fast computers, particularly if the evaluation of each pair involves a large number of calculations (as is often required to identify similar strings of text).

Importantly, the vast majority of the potential pairs are not true matches. Of the billion pairs in our school-to-prison pipeline example, there can be no more than 10,000 true matches. Thus, the share of all possible pairs that are true matches is under 0.001%. If we can quickly discard many of the 99,999% of pairs that are not matches, we can devote more attention and computing time to the harder cases.

This strategy is called “blocking.” The idea is to use a preliminary and limited assessment to make an initial cut, discarding the pairs that are clearly not matches. At the most basic level, this involves considering only pairs that match on a particular characteristic. For example, one might block on gender and discard without further consideration any potential pair where gender does not match. This quickly reduces the number of pairs to be considered more carefully by half, but raises concerns about false negatives when gender may be miscoded. Using other characteristics that are more dispersed in the population (e.g., first letter of the last name, or zip code) for blocking cuts the sample of potential pairs much more dramatically — often leaving only a fraction of the initial set of potential pairs.

---

3 See Chapter 4 of “Linking Data for Health Services Research: A Framework and Instructional Guide” (Dusetzina et al., 2014) for a helpful reference table and example SAS code.
Blocking is not without cost, however. If there are any true pairs that do not match on the blocking variable – perhaps there were transcription errors, or people moved – these will be discarded as well. Thus, it is important to block carefully, only using variables that are likely to be quite stable across the datasets. Blocking is typically performed on relatively crude measures. For example, one might use only the first three digits of the zip code rather than the full five digits to reduce the risk of failing to consider true matches due to transcription errors or short-distance moves. We face a tradeoff – the coarser the blocking criteria, the more pairs that need to be considered; the more specific the criteria, the lower the recall.

**The costs of blocking can be mitigated by using multiple overlapping criteria, either simultaneously or in sequence.** For example, one can consider all potential pairs that have an exact match on either the first or the last name. This strategy would reduce the number of pairs that need to be considered in our example from Table 2 from 25 to 6, avoiding the need to more carefully compare Angelina Jolie from dataset A with John Legend in dataset B but still allowing all of the true matches to move forward. One could then more carefully consider possible matches among this subset.⁴

In our simple example, blocking on exact matches on first name would have excluded three of the four matches we arrived at by inspecting them by hand, while the compound rule that uses either first or last name would not have produced any false negatives. As always, however, this block might not be appropriate in other settings. In some datasets, first and last names are sometimes switched; this would lead to failure on both blocking criteria. In fact, we would in general not recommend using names as blocking variables, due to the frequency of misspellings and name changes; we discuss it here merely as an illustration. Gender, year of birth, and large-scale address measures like county or zip code (if people moving between data collection periods is not an issue) are typically more appropriate.

**Step 3: Field Comparisons**

At the end of the blocking step, we have a long but manageable list of potential pairs to consider, each preprocessed to minimize the number of spurious differences between them. The next step is to score individual field comparisons, as in the color coding in Table 2. Here, our scoring may be less crude than the simple criteria we used in blocking. In particular, we can use computationally expensive calculations, as they don’t need to be applied to all possible pairs.

In our example above, there are four fields to compare: last name, first name, gender, and birth year. The simplest way to score a field is just to measure whether it matches or not. Here, an exact match between the information in the two component datasets (after preprocessing) yields a score of 1, while a pair that does not match exactly gets a score of 0.

⁴ There are more complex and technically advanced ways to block data, which are beyond the scope of this paper. See Human Rights Data Analysis Group’s 5-part blog series, for example, for more details (Ball, 2016).
One can clearly improve upon this. The specific methods that are used can be complex, but the ideas are simple and designed to capture intuition about near misses. For example, it can be helpful to give partial credit to cases where the values are non-missing and different, but “close” in some metric that suggests a data entry error. Transpositions are common in data entry, so birth years of 1978 in one dataset and 1798 in the other might be judged closer, and given a higher score, than cases where the differences are less likely to have arisen through data entry errors (say, 1978 and 1954).

Additionally, a failure to match a field because the information is missing from one or the other dataset (e.g., the birth year in pairs 16-20 in Table 2) is less indicative of a non-match than is a case where both datasets provide information but it is not aligned. One might want to give a partial score – say, 0.5 – to this field comparison.

Generalizing this, researchers have developed a number of methods for scoring the distance between two strings based on their phonetic pronunciation, the number of character changes it would take to convert one to the other, or the number of characters (or perhaps initial characters) that they have in common. These methods are designed to capture the intuition that “Angela” and “Angelina,” for example, are more similar to each other than are “Kerri” and “Denzel,” and therefore are more likely to represent different ways of presenting the same underlying information.

At the most basic level, one might give credit to names that match on the first few letters but differ afterward. More elaborately, one common string distance measure would code the distance between “Angela” and “Angelina” as 2 and the distance between “Kerri” and “Denzel” as 5, representing the number of changes that would be needed to convert one to the other. One might then give a score of 1 to any pair with a distance below some specified threshold. A more nuanced alternative to this is to give partial credit based on the string distance, with full scores of 1 reserved for exact matches.

Available data linking software packages often have a large number of built-in comparisons of this sort that can be used to automate the field comparison scoring process. These are often customized for the specific information that the fields contain – one can take advantage of the structure of a birthdate or a street address, for example, to extract more information than is available in a simple string comparison.

Some matching strategies go even further than this, allowing for gradations even among perfect matches. These take advantage of the rarity of the information in the field. Two records with the last name “Jolie,” for example, are much more likely to refer to the same person than are two records with the last name “Washington.” One can use the distribution of names across observations in the two datasets to make this notion precise, giving a higher score to the “Jolie”

\footnote{These distances are computed by summing the number of deletions, insertions, and transpositions required to move from one string to another. Transforming “Angela” into “Angelina” requires the insertion of 2 letters and zero deletions or transpositions, so the distance between the two strings is 2. This metric is known as the known as the Levenshtein distance, or edit distance (Gilleland, n.d.).}
comparison than to the “Washington” comparison, though typically one would give both comparisons higher scores than imperfect matches (e.g., “Braff”-“Brand”).

Step 4: Pair Comparisons

Having scored the individual field comparisons, the next step in linking is to use this information to decide which pairs – of those that survived the blocking step – represent matches, and which do not. In our Table 2 example, if all fields were compared strictly (requiring an exact comparison to get a score of 1, otherwise getting a score of 0), pair 2, the “Angelina”-“Angela” pair, would have a score list (0, 1, 1, 0) where the first entry represents the score for the first name, the second for last names, the third for birthdates, and the fourth for gender. We need to convert this to a decision: match or not.

The basic approach is simple – high scores across all of the pairwise field comparisons indicate a match, while uniformly low scores indicate a non-match. The implementation can be quite complex, however, using advanced computing algorithms to handle the more difficult cases where some field scores are high and others are low. There are several different approaches available, varying in the extent to which they use artificial intelligence and machine learning methods to substitute for human expertise. We discuss three families of approaches, beginning with the one that relies most on human involvement and moving toward the one that is most hands-off.

Rules-Based Linking

Rules-based linkage methods involve using rules set ex ante to decide whether two records are a match, as in our proposed rules for our sample datasets discussed above. That is, the person managing the data linkage process specifies a set of rules that convert the pairwise score lists into decisions. These sets of rules can be simple or quite complex.

A simple, overly strict version of this can illustrate: suppose that we classify only pairs that perfectly match one another on all fields as matches – the score list (1, 1, 1, 1) is counted as a match, and all other score lists are classified as non-matches. This rule is quite rigid and can be expected to produce many false negatives. In our example above, only pair 9 (Denzel Washington) would be identified as a match.

More flexible approaches allow for some non-matches or partial scores. A less strict rule might allow a match so long as all scores are above 0.8 and at least two are exactly 1, or if there are scores of 1 on three of the four fields regardless of the score on the fourth field.

*It is often helpful to treat the different field scores asymmetrically* – a score of 1, indicating an exact match, is less useful for identifying a true pair when it derives from a gender comparison than from the exact date of birth. One might, for example, require a perfect score for the last name and either the date of birth or first name, with a moderately high score on either the other field or gender.

Although we did not require this in our simple example, matching rules often incorporate information from across pairs, beyond the pure pairwise comparison score lists. In many cases, as in
our example, we are confident that each record in dataset A should match to no more than one record in dataset B and vice versa. This can be used to avoid false positives. Suppose, for example, that a larger version of dataset B contained, in addition to the “Angela Jolie” record, another record for an “Angelina Jolie” who was also born in 1975. The presence of the latter record, which certainly appears to match “Angelina Jolie” in dataset A, reduces our confidence that “Angela Jolie” is a match for that record. A simple pairwise matching rule that uses only pair-level score lists might conclude that both match the “Angelina Jolie” record in dataset A. We know that they cannot both be true matches, however, so our rules might use this information to classify the “Angelina Jolie” record as a non-match on the grounds that a stronger candidate match has already been found.

This type of exclusion, which has no effect in our simple example, can be quite important in larger settings. It only functions, however, if we are certain that there are no duplicates in either dataset. If it were the case that “Angela Jolie” and “Angelina Jolie” in dataset B are both records of the same person, with some error in the first name field, any rule restricting each record to one match in the other dataset would yield a false negative for the “Angelina Jolie” - “Angela Jolie” pair, and one would not want to impose it.

A well-crafted set of rules can yield high levels of both precision and recall. Accurate results typically come at a cost, however: a great deal of expert knowledge and time is required to define the rules and check that they are working as intended. The resulting rules are necessarily inflexible and unlikely to be generalizable to other linking problems. Moreover, extensive audits are often needed to understand whether rules inferred from consideration of a small sample of potential pairs are operating reasonably at a larger scale.

Supervised Machine Learning

Fortunately, the task of distilling field-level scores generated in Step 3 into decisions about which pairs to accept as matches turns out to be a task for which machine learning methods are very well suited. These methods can be quite fast to implement, and often generate diagnostic scores that can speed auditing.

There are two broad approaches to record linking with machine learning. The first is known as “supervised” machine learning. Supervision refers to the role of the human operator: in supervised machine learning, the operator classifies a modest number of pairs as matches or not, using his or her judgment. This is known as “training” the algorithm. The list of classified pairs is then turned over to a machine learning algorithm. The algorithm infers a set of rules that can best reproduce the decisions made by the human trainer. Once those rules have been formed, they are applied to additional data to classify pairs as matches or not.

This strategy clearly requires initial human input, which can be time consuming (though less so than it would be to develop a rules-based approach without machine learning). The more training that is done, the better the rules that the algorithm will create. However, a well-crafted algorithm will select pairs for scoring that maximize the information that can be extracted from a small amount of training. It is often possible to achieve a surprising degree of accuracy from training samples of only 50 or 100 pairs.
Unsupervised Machine Learning

A second approach, known as “unsupervised” machine learning, requires no training at all (though human input is still required in constructing the field comparison scoring rules in Step 3). The algorithm is able to infer a rule solely from the distribution of field scores across possible pairs.

This seems magical, but it is actually fairly straightforward. The basic idea is that each pair is either a match or non-match. If it is a match, we expect that the linking fields will generally be closely aligned — there may be missing values and transcription errors, but field match scores will tend to be fairly high across all fields. If it is not a match, the opposite is the case: it is quite unlikely that any single non-matching pair will have a score above zero on any of the matching fields, and more unlikely still that it will have high scores on several of those fields. Therefore, if a pair has high scores on several fields the probability that it is a match is quite high, while a pair with zero scores on most or all fields has a very low chance of being a match.

Implementation of this idea requires a fair amount of computing power, but it can yield surprisingly accurate matches, particularly when the datasets are clean and there are more than two or three fields to use in forming the score lists. As the number of transcription errors or other sources of low pairwise field comparison scores among true matches rises, this method’s performance can deteriorate, both in terms of computing difficulty and accuracy.

A key assumption of unsupervised machine learning algorithms is that field-level mismatches are random and independent of one another — that if a pair is a true match, the presence of a transcription error or other mismatch in one field does not affect the probability of an error in another field. As a result, true pairs with one mismatched field are much more common than true pairs with two mismatched fields, which are themselves much more common than true pairs with three mismatched fields (Enamorado, Fifield, and Imai, 2017). However, it is easy to think of real-world situations that would violate this assumption. For example, it is not uncommon to see records in administrative datasets in which the first and last name have been switched, or a middle and last name are separated in one dataset and condensed into a double last name in another. These records will match poorly to their true pairs in other datasets on both fields, a violation of the independence assumption that unsupervised machine learning algorithms rely on. One would expect that unsupervised algorithms will perform poorly in the presence of this type of error, though to our knowledge there has not been a formal exploration of this supposition.

While machine learning approaches generally require less human input and set-up time than rules-based approaches, a drawback relative to a rules-based approach is that the decisions machine learning algorithms make are often opaque. Rules developed by a machine learning algorithm often involve complex combinations of individual field scores, and it may be hard to explain why an algorithm concluded that one pair is a match and another is not. However, when implemented correctly, machine learning algorithms can yield highly accurate results in terms of both precision and recall.
Evaluating Matching Algorithms

Each approach to linking data has strengths and weaknesses, as do the various software options for implementation. One wants a method that is accurate, easy to implement and customize, that runs quickly on available systems with the data that must be linked, and that requires minimal operator time to learn, apply, or train. We discuss some of the key criteria below, followed by profiles of some of the most common software packages available for data linking. Which of these criteria are most important, and which software is most fitting, depends on the context.

Accuracy

Accuracy is arguably the most important metric upon which any method or package should be judged. As discussed earlier, accuracy is commonly measured by precision and recall, and by the representativeness of identified matches. Within any method, there can be tradeoffs between these criteria, with higher precision often achievable at the cost of lower recall (and vice versa), though there may not be similar tradeoffs between packages.

For any algorithm and package, accuracy is likely to vary across specific linking problems. When there are a large number of available identifying fields, and when these are recorded with high fidelity and few changes across the original datasets, any algorithm is likely to yield very high accuracy. Messier data will generally lead to lower accuracy.

Importantly, the decline in accuracy due to mistakes in the data may vary across algorithms. For example, as discussed above, errors across several fields (e.g., switching the first and last name) present a particular problem for unsupervised machine learning algorithms, while rules-based and supervised machine learning algorithms should have no trouble with this type of error, provided that the operator defines rules in Steps 2 and 3 to capture it. The pairwise comparison score list created in Step 3 could, for example, include a score for the similarity between the first name in one input dataset and the last name in the other. This score will be high in cases where the two names have been reversed.

Reproducibility

A criterion that relates to accuracy is reproducibility. Some methods – for example, human-written rules-based linking – are reproducible by design: the same rules will identify the same pairs as matches every time they are run. Machine learning-based algorithms may not have that feature. In supervised machine learning algorithms, for example, there is typically some element of randomness in the selection of pairs to be presented to the human operator in the training step. Even with the same training sample, different human operators may make different decisions about how to classify ambiguous pairs. Either may lead to differences in the inferred decision rule, and thus in the set of pairs identified as matches.

Whether this variability represents a problem will, as with other criteria, differ across settings. In at least some settings – for example, where results of the match will lead to decisions that are consequential for the individuals involved, and where those individuals have due process rights – a
high degree of variability could be a very large problem, as it will not necessarily be evident which results should be relied upon when output differs across runs.

**Efficiency and usability**

Another important aspect of a linking method’s performance is its efficiency. Linking of large datasets can take days, weeks, or even longer, especially if the method is inefficient. All things equal, one would prefer a method that economizes on the computer resources required, on the amount of time required to configure the software and implement the match, and on the amount of specific expertise needed. It often makes sense to trade these criteria off against accuracy, accepting a few additional mistakes in order to get a match running quickly at limited expense.

We consider several sub-components of efficiency.

**Accessibility of software**

The practicality of implementing any particular approach depends at least in part on the availability of relevant software and of operators who are able to use it. Relevant considerations include:

- Is software available to implement the approach?
- Is it costly?
- Is there transparent code available that is easy to interpret and adapt?
- Is the software easy to use, or does it require specialized knowledge?

Our discussion of particular packages below includes information about the accessibility of each.

**Customizability**

As we discuss above, a successful linking exercise will often require careful tuning of the linking algorithm – adjusting the measures of similarity at the field level, determining the relative importance of false positives and false negatives, and so on. Thus, it is important that a software package be customizable to deal with the particularities of the linking problem to which it is being applied. Moreover, software packages vary in how easy they are to customize – some are designed with user-friendly interfaces, while others can be customized but only by a skilled programmer who spends time learning the details of the package’s code.

Supervised machine learning algorithms introduce another aspect of customizability and accessibility. Here, users must train the model on a sample of paired observations. Packages vary in the way that this training is handled. Some offer graphical user interfaces that offer up pairs for the trainer to score, while others are more rudimentary. A feature that can be useful is the ability to feed a pre-labeled dataset of scored pairs to the program in lieu of training observations one by one. However, if the package chooses training pairs that are hard to classify and therefore helpful to developing an accurate algorithm, feeding in pre-labeled data may sacrifice some degree of accuracy.
A final important aspect of customizability relates to what is being matched. Our discussion has focused on linking problems that involve two datasets, each unduplicated, that need to be linked to each other. But there are other sorts of linking problems. Sometimes, the problem to be solved is linking a dataset to itself – identifying sets of records that all refer to the same person (referred to as data deduplication). An example is a dataset of police-citizen encounters, where one wants to aggregate all of a citizen’s various encounters. Other times, one wants to link two datasets together that may each contain duplicates. And in some cases, there are more than two datasets that all need to be linked to each other. In our profiles of specific software packages below, we discuss the capability of each to achieve these tasks. However, none of the software packages we reviewed supports linking three or more datasets simultaneously.

**Time to implement**

Our final criterion is at times unimportant but can become overwhelmingly important in some applications: the time required to implement a match. This criterion is separate from the accessibility considerations mentioned above; it refers to the time required to execute a match between two datasets once the correct software has been acquired and learned. There are two aspects of implementation time: the amount of operator time needed to configure a software package, and the amount of computer time needed subsequently to carry out the match. As noted earlier, the most time-consuming part of preparing for a match is data cleaning, and this generally cannot be avoided. The development of field-specific comparison scores can also take a long time, though some packages make this simpler than others.

Set-up time is generally shortest for unsupervised machine learning algorithms, followed by supervised machine learning – provided that the number of training pairs to be scored is not too large – and then rules-based strategies, which can take a very long time to develop.

Execution time is another matter. As we have noted, even modest-sized linking problems involve consideration of millions or even billions of potential pairs. This can be a challenge even for powerful modern computers. Some packages are perfectly suitable for modest-sized linking problems but are simply too slow to consider for larger problems. Others are optimized for large problems and scale better.

A rough guideline is that algorithms that require more set-up time then execute more quickly: rules-based algorithms can be very fast, while supervised machine learning is somewhat slower and unsupervised slower still. But this depends to a great extent on the degree to which the code has been optimized for speed – a well-written unsupervised algorithm can be much, much faster than a poorly written rules-based strategy. And aggressive blocking can make an enormous difference in speed, enough to make up for large differences in the efficiency of the post-blocking steps.

**Software Profiles**

There are many different software packages available for the different approaches to data linking. These packages typically include components that implement Steps 2 (blocking), 3 (field scoring), and 4 (pair scoring), but assume that the operator has previously completed Step 1 as a preprocessing stage. Bearing the above criteria in mind, we briefly summarize some of the most
common packages currently used linking here. Next, we present empirical results from our tests of some of these approaches.

**Hand-coded rules**

Rules-based linking using human-defined rules typically does not require a specialized software package. Rules can be defined directly in a general-purpose data processing language (e.g., SAS, SQL, R, or Python). There is a high return to skilled programming here, as different ways of handling the large number of pairs that must be considered can yield dramatically different performance. SAS and SQL are particularly well suited to matching, as neither requires loading the full set of potential pairs into memory at once, though careful programming can allow other software to be used as well.

When coding rules-based linking by hand, it is tempting to combine blocking-style rules (Step 2) with more sophisticated field-level comparisons (Step 3) in a single step. But this must be done carefully. The goal of blocking is to eliminate cases based on quick, rough assessments, so that the computationally difficult calculations that may be used in Step 3 can be applied only to cases where they are helpful. **Thus it is helpful to maintain the order we describe above:** first, blocking the data to retain only candidate pairs that may constitute a match based on our blocking criteria, and only then implement more computationally expensive field comparisons such as string distance calculations.

**RecordLinkage (Python)**

RecordLinkage is an open-source Python library that simplifies the linking process by providing an easily customizable blueprint for Steps 2, 3 and 4. The package can support rules-based, supervised, and unsupervised machine learning methods for Step 4 (“Python Record Linkage Toolkit”, n.d.).

RecordLinkage explicitly splits Steps 2, 3 and 4 into separate functions, giving users a great deal of flexibility to determine which variables to block on (Step 2), which variables to match on and how to consider them (Step 3), and what approach to use to aggregate these variable comparisons and classify matches and non-matches (Step 4). Although flexible, the algorithms are not carefully optimized for fast performance with large datasets and can be quite slow on larger problems. Generally, performance is acceptable when the number of pairs to be considered is below about 25 million (corresponding to input datasets of 5,000 records each without blocking, or larger if blocking is used). Above this point, it is likely worth considering other packages.

**Dedupe (Python)**

Dedupe is another Python library that is specialized for supervised machine learning. It can be used both for linking two datasets, as we have discussed here, and for the closely related problem of identifying duplicate records in a single dataset, discussed above (Gregg and Eder, 2018).

Unlike many other packages, Dedupe offers support for common data preprocessing tasks (Step 1), such as removing punctuation and standardizing the case of all string variables. Dedupe also
handles blocking (Step 2) automatically, though it provides little flexibility for the user to control this process. However, the package does offer a great deal of flexibility for Step 3, allowing the user to select which variables to include and how they will be compared.

As Dedupe is a supervised machine learning package, it relies on human training in Step 4. A trainer is presented a set of training record pairs and asked to classify each as a match, non-match, or uncertain. This is done through a rudimentary interface in the free version of the Dedupe package, while a paid version simplifies the steps and offers a graphical interface. When training is complete (after a minimum of 10 matches and 10 non-matches, though users can train for much longer if desired), Dedupe uses the classified pairs to infer a decision rule and applies it to the rest of the input dataset. Our empirical tests, discussed below, indicate quite high performance even with very short training runs.

As an alternative to hand-training, a user can also feed Dedupe a pre-labeled data file that identifies matches and non-matches. This approach is more replicable, but performance is generally lower as hand-training allows the algorithm to select cases that are most useful to it in informing the choice of rules.

Dedupe’s decision rules (Step 4) yield not just classifications of pairs as matches or not, but also link scores for each identified match. These scores are numbers between 0 and 1 that represent the algorithm’s judgment of the probability that the two records are actually a match, where lower scores correspond to more questionable matches. This can aid auditing, by allowing the auditor to focus on the hardest cases.

A limitation of Dedupe is that it does not allow for multiple matches – where one record in one dataset matches to several in the other. In many administrative record settings, there may be multiple component records for the same individual, and one wants to match all of them to the other information. To implement this in Dedupe, one needs to first deduplicate each of the two datasets, then link the deduplicated datasets together. But potentially useful information is lost at the deduplication stage, making this an unattractive option.⁶

Dedupe’s design allows it to scale quite flexibly to extremely large datasets. It separates the development of the rules, for which it uses a sample of the full set of pairs, from their application, and it implements blocking by default. A consequence of this is that the rules do not take much longer to develop for a large matching problem than for a smaller one, while the application of these rules to the full set of pairs is quite fast.

**fastLink (R)**

FastLink is an R package that uses unsupervised machine learning to match records (Enamorado, Fifield, and Imai, n.d.). The open source code is very easy to adapt to any pair of datasets.

---

⁶ An alternative that we do not explore here is to append the two datasets to be linked and then deduplicate that combined dataset. This is less flexible with respect to data measured differently in the two data sets than are the matching approaches we discuss, but can be useful when measurement is similar (e.g., when linking the same data measured at different times).
Relative to the other packages considered above, the level of human input required to run fastLink is very low. This is largely because there is no need to develop rules or train the algorithm. Users must complete the data cleaning requirements described in Step 1 prior to using fastLink to match two datasets.

Users can create blocks manually (Step 2), and fastLink can also look for clusters of records that look most similar on a given measure. Steps 3 and 4 are done independently on each block, then the matches found within the various blocks can be aggregated.

The program allows users to classify field-level matches (Step 3) either as exact matches – such that “John” would not match with “Jhon” – or as a function of their string distance, and it lets users select from a number of different string comparison options appropriate for different types of fields. FastLink also allows for field comparisons to yield “partial matches” rather than a match or non-match. This contrasts with many other packages, which may compute the string distance but then dichotomize that information into “matches” that are below a threshold distance and “non-matches” above it. FastLink allows for three categories. The thresholds for what constitute a match and a partial match can also be adjusted by the user. This additional gradation can help identify additional matches, but it is computationally more costly.

As in Dedupe, the difficult computational task of inferring a matching rule can be conducted on a subset of the two datasets to be matched, then extrapolated to the full datasets. The speed benefits are similar. However, fastLink is generally slower on large problems than is Dedupe, in part because it lacks Dedupe’s capacity for automatic blocking.

As with Dedupe, fastLink assigns each pair a score between 0 and 1 that represents the probability that it is a match, and settings can be altered to adjust the threshold for accepting a pair. Unlike Dedupe, fastLink can accommodate matching problems in which there may be multiple matches for a single record.

**ChoiceMaker (Java)**

ChoiceMaker is another supervised machine learning method, written in Java with a custom language overlay (“ClueMaker”), that allows for highly customizable types of pairwise field comparisons (“ChoiceMaker”, n.d.). The package is difficult to configure and to use and does not have robust publicly available documentation. However, the Children’s Data Network have used it to great success, including linking records across several departments within the California Health and Human Services Agency. We do not present performance evidence for ChoiceMaker here.

**BigMatch (C++)**

BigMatch is one of the older linking packages in active use. Written in C++, it was built by the US Census Bureau for use as an initial processing step when linking two files, one large and one of moderate size, with the idea that its results could be further evaluated by other matching programs (Yancey, 2002).
BigMatch is particularly well suited for enormous data files, where even re-sorting the input data files is computationally expensive. It is designed to permit multiple blocking runs in succession without resorting the data in the large input file. It also incorporates an unsupervised machine learning algorithm following the initial blocking step. It does not include extensive capabilities for flexible field-level scoring (Step 3).

Users can interact with BigMatch through graphical user interfaces without themselves knowing C++. The user feeds two text files into the program, and receives a set of potential matched pairs, along with the pair’s likelihood of being a match. The user can then define a threshold above which a pair would be accepted as a match. We do not present performance evidence for BigMatch here.

Exploring performance

Unfortunately, there are few general rules for the performance of different algorithms and packages – a package that performs well on a particular problem may perform quite poorly by the very same criteria on another problem. Nevertheless, there are some general patterns. To explore this, we applied three of the approaches and packages discussed above to an example linking problem. Specifically, we used Dedupe (supervised machine learning), fastLink (unsupervised machine learning), and our own rules-based approach, developed in SAS.7

Our problem is to link records in Michigan voter registration databases across years. We used random samples of one million records from the publicly available files listing Michigan registered voters in 2015 and 2017.8 These datasets are very clean, so the linking problem is easier than in many real-world settings. Crucially, the data files also contain an ID field that is accurately recorded and can be used to test the quality of matches obtained from the other fields. While the voter ID is subject to change over time if, for example, someone re-registers to vote and is assigned a new ID, we assume that all records with the same voter ID refer to the same individual, and that records with different voter IDs refer to different individuals. When we implement our matching algorithms, we remove the ID field, to explore their ability to recover matches without it. Our accuracy measures are based on comparisons to matches using the ID, which we treat as reflecting the truth – if these ID-based matches generate false positives we may be under-estimating precision, while if they fail to capture some true matches then we may be over-estimating recall.

We emphasize that each of the performance metrics we consider varies importantly across linking problems. We do not claim that the Michigan database example is typical; we see it as illustrative only.9

---

7 Additional resources, including code and publicly available data can be found at https://github.com/californiapolicylab/data-linking.
8 This data was retrieved from “Registered voters in the State of Michigan, U.S.A. as of 31 October 2017” (2017).
9 We obtained similar results when we implemented a similar battery of tests on a pair of datasets from Christen (2008).
Step 1
The Michigan data required little cleaning and preparing relative to real-world administrative data with which we have worked. The files used for this linking exercise contain fixed-width fields, with spaces filling the extra characters in the various fields. We trimmed these spaces, but did not need to adjust for inconsistencies in the recording of addresses, street types, abbreviations, and birthdates across datasets. The trimming procedures were undertaken manually before linking with fastLink and the rules-based approach, while Dedupe implements the trimming procedures by default.

Step 2
Given the large number of potential comparisons, we used birth year and gender as blocking variables in our rules-based tests, comparing only records that matched on both of these fields.¹⁰ We did not include any explicit blocking criteria for linking runs with Dedupe and fastLink, though Dedupe includes a blocking step by default.

Step 3
The fields that we used for linking are first name, last name, middle name, birth year, gender, and address information (which includes street name, address number, city, and zip code). To construct field comparison scores, we relied on the capabilities built into the various packages. For our rules-based method, we used a common string distance measure (the Levenshtein or edit distance) for the name and street name fields, and exact matches on the other fields. For fastLink, we compared all fields based on their string distance, using the Jaro-Winkler distance measure. With Dedupe, we used exact comparisons for gender and birth year, and compared all remaining fields using Dedupe’s built-in string comparator, which uses the affine gap string distance measure.

Step 4
Our rules-based method was developed based on our knowledge of the data to address issues we had uncovered. We came up with four different sets of rules by which two records could match, counting a pair of records as a match if they satisfied any of the sets. As noted earlier, we first blocked on birth year and gender. We then used the following rules to identify matches:

- **Set 1**: Exact alignment of street number and zip code and edit distance ratios less than 0.25 (on a scale of 0 to 1) for last name, first name, middle name, and street;
- **Set 2**: Exact alignment of zip code and edit distances less than 0.25 for first and last names;
- **Set 3**: Exact alignment of street number and zip code and edit distances less than 0.25 for first name and street name;
- **Set 4**: Exact alignment of gender and edit distances less than 0.25 for first, middle, and last names.

These rules were applied sequentially, and multiple matches were not allowed. Thus, if a match was identified for a pair by Set 1, any pairs containing either of the component observations were

¹⁰ Note that with other data, it may make sense to use two overlapping blocks, keeping all records that match either on gender or on birth year. This would allow for records to err on one of the two fields. We did not employ this method due to the integrity of this data and the large number of records.
not evaluated by Sets 2-4.\textsuperscript{11} Due to this, Set 1 – which identifies only pairs that would also be identified by Set 2 – is not redundant; in cases where there are multiple potential matches satisfying Set 2, Set 1 ensures that the pairs that are closest in other dimensions will be selected first.

Dedupe, the supervised learning model, requires training to execute Step 4. We trained the program on 100 pairs that the model selected and ran it with its default settings. We found that Dedupe seemed to prioritize recall over precision, with many fewer false negatives than false positives. We thus ran the algorithm a second time, using a higher threshold to accept pairs as matches. This amounts to requiring more confidence that a pair is a match before accepting it.

FastLink, the unsupervised machine learning algorithm, does not require training. We ran it twice as well, once using the default threshold for the probability that the match constitutes a pair, and once increasing that threshold to require almost perfect confidence that the pair is a match before accepting it.

Relative accuracy of different methods

To keep the problem manageable, we restricted the datasets to 1 million records each, then further reduced the data to consider only voters with birth years of 1985 and 1986. This created datasets small enough that each of the packages could handle them in reasonable time, yielding 36,525 records from the 2015 file and 30,493 records from the 2017 file. Of the more than 1 billion possible pairs between these two datasets there are 20,332 true matches.

Table 3 presents the results of our tests, as well as the results of an exact match between the two datasets as a baseline. To be considered an exact match, a pair must match perfectly on all fields used in the other matching exercises (first name, last name, middle name, birth year, gender, and address information). Unsurprisingly, exact matching yields near-perfect precision, but a lower recall score than the other methods – it misses twice as many pairs as the next method (rules-based).

Generally, we saw little difference among the different algorithmic approaches in overall accuracy. All of the methods were extremely accurate, with precision scores uniformly above 0.90 and as high as 0.99 for the more restrictive Dedupe run, and with recall scores of 0.98 or higher. In other words, the methods missed very, very few true pairs, but (with one exception) falsely identified somewhat more non-matching pairs as matches. As expected, when we used fastLink with more restrictive settings, precision improved, though in these data recall did not get meaningfully worse. The settings had less of an impact for Dedupe, which achieved high precision and recall on both runs (though there is still clearly a tradeoff, albeit small, between precision and recall across the two Dedupe runs). With the exception of the less restrictive fastLink run, accuracy was high enough in each iteration for just about any linking application. This likely reflects the high quality of the input data; in other, more difficult problems, accuracy will be lower.

\footnote{In principle, a single rule could have identified multiple matched pairs for a single observation. In practice, this happened only once. We reviewed the pairs manually to identify the correct match in this case.}
We were interested in whether the methods made the same mistakes – whether the false positives and false negatives in one method were the same as in another. Comparing the rules-based approach with the output generated through the more restrictive settings for Dedupe and fastLink, we found that all 3 methods correctly identified the same 19,609 of the 20,332 matches. This represented 96% of the true matches in the data, and 97-99% of the true matches identified by each of the individual methods. Among the false positives, 14% (167) of all false positives incorrectly identified as a match by any method were identified by all 3 methods. The rest of the false matches were relatively idiosyncratic – there was a great deal of overlap between the false positives identified by the rules-based approach and Dedupe, though fastLink’s mistakes differed from the others.

Given the limited overlap of the mistakes made by the three methods, there might be the potential to improve accuracy by using an “ensemble” approach. We considered two, and the results are presented in Table 4 below. The first, designed to maximize recall, counted a pair as a match if it was identified as such by any of the three methods. (We used the more restrictive Dedupe and fastLink runs for this, to avoid generating too many false positives.) This strategy produced 4 false negatives (for a recall rate of 0.9998), but 1,170 false positives (for a precision of 0.95). Our second ensemble method counted a pair as a match only if it was identified as such by 2 of the three methods. (Here, we used the less restrictive runs). This had better precision, 0.97, with only an almost undetectable sacrifice in recall. Ensemble methods appear worth exploring in situations where implementation time is not a major concern and maximizing either precision or recall is an important objective.

<table>
<thead>
<tr>
<th>Method</th>
<th>Pairs found</th>
<th>True matches found</th>
<th>False positives</th>
<th>False negatives</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact Matching</td>
<td>19,437</td>
<td>19,426</td>
<td>11</td>
<td>906</td>
<td>1.00</td>
<td>0.96</td>
</tr>
<tr>
<td>Dedupe (less restrictive)</td>
<td>20,782</td>
<td>20,145</td>
<td>637</td>
<td>187</td>
<td>0.97</td>
<td>0.99</td>
</tr>
<tr>
<td>Dedupe (more restrictive)</td>
<td>20,028</td>
<td>19,910</td>
<td>118</td>
<td>422</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>fastLink (less restrictive)</td>
<td>22,671</td>
<td>20,317</td>
<td>2,354</td>
<td>15</td>
<td>0.90</td>
<td>1.00</td>
</tr>
<tr>
<td>fastLink (more restrictive)</td>
<td>21,075</td>
<td>20,315</td>
<td>760</td>
<td>17</td>
<td>0.96</td>
<td>1.00</td>
</tr>
<tr>
<td>Rules-based</td>
<td>20,443</td>
<td>19,865</td>
<td>578</td>
<td>467</td>
<td>0.97</td>
<td>0.98</td>
</tr>
</tbody>
</table>
Reproducibility

Our second investigation focused on the reproducibility of the set of matches identified by a given run of a program. Both rules-based and unsupervised machine learning methods can be expected to generate the same set of matches each time they are run, assuming that the input data and rules or parameters don’t change, but supervised machine learning algorithms depend on the decisions made by the human trainer. These decisions are judgment calls, and in ambiguous cases different trainers can make different decisions. We were interested in how important this is to the consistency of the set of matches identified.

To test the variability of Dedupe, the only supervised machine learning approach we explored in depth, two different individuals trained the model to match the same two Michigan datasets. Each trainer considered 100 training pairs, allowing the algorithm to select them. (The algorithm selected different pairs in each case, so the runs differed not just in the trainers’ judgments but in the pairs they were asked to evaluate.) We also trained the process a third time, again using 100 training pairs but this time referring to the ID key as a reference to ensure that all training decisions were made correctly. This run, which we refer to as the “ideal run” below, can be seen as an upper bound to the accuracy that would be achievable by even the best human trainer in a relatively short training session.

We used the same samples used in the previous accuracy assessment, with 20,332 true matches along with 10,000-15,000 unmatched observations in each component sample.

---

12 Some methods depend on a random number generated within the algorithm, or perhaps on the original sort order of the data. In these cases, reproducibility depends on beginning with the same sort order and using the same random number seed.
Figure 2: Agreement on true matches across training runs

Figure 2 demonstrates the very high agreement on true matches across the three training runs. All three runs correctly identified 99% of the true matches in the data. 99.6% of the pairs identified by Trainer 1’s run were also identified by Trainer 2, and 99% of the pairs identified by the ideal run were identified by one or both of the human trainers. The ideal run identified only 81 true matches that were not identified by either of the human-trained runs. Moreover, there were only 22 true matches that were not identified by any run.

These results are naturally affected by the cleanness of the data on which we ran these tests – it is possible, and even probable, that the variability across trainers would be greater in settings where messier data yields more ambiguous pairings, making it difficult to distinguish between true matches and non-matches.

False positives were more of a problem than false negatives in these data. There were 747 pairs that were falsely identified as matches by one or more of the methods. Of these, nearly all were identified by multiple methods: 66% were identified as pairs by both of the human-trained runs, but not the ideal run, and 16% were identified by all three runs. Only 93 pairs were falsely identified by the ideal run, but not by either human trainer, and only 40 pairs were falsely identified by one of the human trainers but not the other. This suggests that the human trainers tended to make mistakes in the same way – classifying the same or similar non-pairs as pairs during the training, which led the models they trained to identify the same false positives, by and large.

Overall, these results point to a high degree of accuracy and stability in the Michigan voter matching exercise, despite differences in who the trainer is or how the model is trained. While these results are subject to change in different settings and with different data, this finding suggests that sensitivity to operator training may be a smaller issue than we initially expected. This is an important expectation to carry forward to real-world linking exercises where the true matches across datasets are not known.
Sensitivity to amount of training

Even more important than variability across training runs is the impact of additional training. In the above analysis, each trainer considered only 100 pairs when training Dedupe. This surely produces some inaccuracy that could be avoided with a larger investment in training.

Surprisingly, this intuition was only partly borne out in our analysis. We implemented several Dedupe matching runs on the same Michigan samples, increasing the number of training pairs from 25 up to 200. Figure 3 shows how precision and recall varied across these runs. Precision was extremely high even on the shortest training run; it remained steadily at 0.99 across all runs, while recall improved from 0.77 to 0.99 when we increased the number of training pairs from 25 to 50, but improved very little beyond that.

Figure 3: Training sensitivity

Overall, we found no benefit in terms of accuracy to training runs of more than 50 pairs – all were equally precise, and recall was steadily high beyond a training on 50 pairs. For clean datasets like these, minimal training is required to achieve high precision and recall. The amount of training required for accurate results is likely to be higher where the datasets are messier.

Scalability

A final important criterion is execution time. In large linking problems, this can become unmanageable, and it is important to choose methods that handle computationally difficult work efficiently. To assess this, we tested each method on samples of varying sizes from the Michigan data, using a powerful server available for this purpose at the California Policy Lab. We considered
problems of six sizes, linking two initial datasets of n=1,000, 5,000, 10,000, 15,000, 100,000, and 500,000 observations. Table 5 below shows the runtime (in seconds) for each method at each sample size.

<table>
<thead>
<tr>
<th>n</th>
<th>Possible pairs</th>
<th>Rules-based</th>
<th>Dedupe</th>
<th>fastLink</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>1 million</td>
<td>0.63 seconds</td>
<td>0.68 seconds</td>
<td>65.35 seconds</td>
</tr>
<tr>
<td>5,000</td>
<td>25 million</td>
<td>8.10 seconds</td>
<td>3.36 seconds</td>
<td>126.19 seconds</td>
</tr>
<tr>
<td>10,000</td>
<td>100 million</td>
<td>30.55 seconds</td>
<td>6.70 seconds</td>
<td>216.64 seconds</td>
</tr>
<tr>
<td>15,000</td>
<td>225 million</td>
<td>91.68 seconds</td>
<td>10.41 seconds</td>
<td>327.12 seconds</td>
</tr>
<tr>
<td>100,000</td>
<td>10 billion</td>
<td>73.3 minutes</td>
<td>80.31 seconds</td>
<td>100.1 minutes</td>
</tr>
<tr>
<td>500,000</td>
<td>250 billion</td>
<td>30.9 hours</td>
<td>11.2 minutes</td>
<td>48.1 hours</td>
</tr>
</tbody>
</table>

There was wide variability across the methods. Dedupe was fastest by a large margin, on all but the smallest problem. Our rules-based method, implemented in SAS, was acceptably fast for small problems, but execution time rose more than linearly with the size of the component datasets; it appears that this approach becomes prohibitively slow for a problem of size n=500,000 or bigger. FastLink was the slowest method across the board, though it, too, is acceptably fast for smaller problems and only becomes unmanageably slow at around n=500,000 where it took a full 48 hours.

The performance of Dedupe was the most remarkable. Figure 4 shows how its execution time grew with the number of records in the component datasets. The curve is very nearly linear, indicating that execution time rises roughly proportionally with the number of records across a very large range, even though the number of pairs that must be considered rises much faster, with the square of the number of records. This is attributable to two factors: first, this table reports on execution time alone and does not include set-up time, which for Dedupe includes the hand-training of the model. Second, Dedupe’s default settings block datasets before linking them, meaning that the number of possible pairs to evaluate is greatly reduced before Dedupe does any time consuming field-level comparisons.
Nevertheless, the speed with which Dedupe matched the various sized datasets relative to the other methods tested constitutes a strong argument for this approach in very large linking problems.

Figure 4: Dedupe run time on unblocked datasets (log-log scale)

![Graph showing Dedupe run time on unblocked datasets](image)

Conclusions

Linked data are extremely valuable, both for program administration and for research. But available data do not always have unique, overlapping identifiers. In these cases, linking requires combining imperfect information from the two datasets, attempting to make judgments about which records match (often despite some inconsistencies), and which records do not.

This is extremely time consuming to carry out by hand. Fortunately, there are a number of different computer packages available that can perform data matching, using a variety of strategies. These can often achieve accurate matches in a fraction of the time. The extent to which one would want to use resulting linkages for individual decisions without further confirmation would vary based on thresholds for accuracy, but for many purposes, including most research, the achievable accuracy is quite adequate. Even when near-complete confidence in the individual matches is required, automated linking algorithms can be a first step that leads to further confirmation efforts where appropriate.

Tahamont et al. (forthcoming) explore how imprecise matching impacts the quality and reliability of different types of economic analyses.
This paper has reviewed the most common families of data matching strategies, the steps required to implement them, the hazards that an analyst may encounter, and the criteria that may be used to decide among alternative approaches. There is no one-size-fits-all strategy for data linking. A successful matching exercise requires close knowledge of the datasets to be matched, the types of errors that arise in these data, and a careful consideration of the objective of the exercise. In some cases, the most important criterion is to minimize the number of matches that are incorrectly identified; in others, it is to recover as many of the true matches as possible; and in still others the major problem is to construct an algorithm that is implementable in a reasonable timeframe given the size of the datasets involved and the amount of available computing power. The exercise will be most successful if analytical choices are made in pursuit of the appropriate objectives.
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